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Abstract 
We present a study analyzing the response times of users to 
questions on Twitter. We investigate estimating these re-
sponse times using an exponential distribution-based wait 
time model learned from users’ previous responses. Our 
analysis considers several different model building ap-
proaches, including personalized models for each user, gen-
eral models built for all users, and time-sensitive models 
specific to a day of the week or hour of the day. Our evalua-
tion using a real world question-answer dataset shows the 
effectiveness of our approach.   

Introduction   
Recent years have seen a rapid growth in micro-blogging 
and the rise of popular micro-blogging services such as 
Twitter. One of the many uses of these services is to post 
questions and receive answers from friends or even 
strangers. Several researchers have investigated this phe-
nomenon, both from the perspective of questions from 
friends (Morris et al. 2010, Paul et al. 2011, Teevan et al. 
2011) and strangers (Nichols et al. 2012) and response 
rates have been reported for both scenarios (Paul et al. 
2011, Nichols et al. 2012). However, no one has yet de-
scribed a method to estimate the likely wait time at the 
moment a question is asked. This is particularly important 
for information collection in time-sensitive and emergency 
situations, such as during a terrorist attack or following a 
natural disaster. Estimates of wait time can also guide 
question askers in deciding when to ask their question and 
how many people to target with a specific question when a 
speedy response is required. 
    In order to estimate wait times for responses to questions 
on Twitter, we have developed predictive models from us-
ers’ previous response times. Our models use an exponen-
tial distribution with the assumption that response events 
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follow a Poisson process. We have explored various alter-
natives for building our predictive models, including build-
ing a personalized predictive model for each user, building 
one general predictive model for all users, and building 
predictive models based on time of the day and day of the 
week. We evaluate our predictive models using a real 
world question answer dataset to demonstrate the effec-
tiveness of our approach.  

Related Work 
There is previous work on response analysis on social me-
dia, social media activity modeling and general activity 
modeling. Paul et al. (2011) conducted a study of question 
asking on Twitter and reported an 18.7% response rate and 
10 minute median response time for questions that were 
answered. In contrast, Nichols et al. (2012) describes a 
method of information collection that relies on asking 
questions to strangers on Twitter rather than friends as 
identified by the social network. They reported a 42% re-
sponse rate with 44% of answers arriving within 30 
minutes (Nichols et al. 2012). Zhang et al. (2007) studied 
Java developer forum and reported that when expert Java 
users posted questions, the average response time was 9 
hours. Hsieh et al. (2010) reported that average response 
time on Microsoft’s Live QnA site was 2 hours and 52 
minutes.  

There has also been work on classifying whether a user 
is likely to respond to a given question on social media 
(Mahmud et al. 2013). This work produced a model for es-
timating whether users would respond and a method for se-
lecting the set of most likely users to respond subject to 
cost/benefit constraints, however it did not consider the 
temporal factor of when a response might be sent. Our 
work is complementary and might be used to improve the 
selection process of this previous system.  

There are research efforts on social media activity mod-
eling (Yang et al. 2012, Kumar et al. 2010) and general ac-
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tivity modeling (Avrahami et al. 2006, Begole et al. 2002). 
Yang et al. (2012) presented an analysis of human behavior 
dynamics in online social media by analyzing users’ inter-
event time distribution between two consecutive actions. 
Kumar et al. (2010) described mathematical models to cap-
ture the patterns in social media conversations. Avrahami 
et al. (2006) build statistical models to predict one’s re-
sponsiveness within a certain time interval to incoming in-
stant messages.  Begole et al. (2002) analyze users’ desk-
top activity to predict availability. None of this work de-
scribes the estimation of response wait times for questions 
asked via social media such as Twitter.  

Dataset
We obtained the dataset collected by Nichols et al. from 
the authors (Nichols et al. 2012). The dataset contains 
questions sent to strangers on Twitter in the context of two 
information collection scenarios: wait times at airport secu-
rity checkpoints and product reviews for digital cameras. 
Human operators identified potential answerers by manual-
ly inspecting real-time Twitter streams and sending ques-
tions to users who either mentioned that they were at a US 
airport or mentioned owning one of a few digital camera 
models (e.g., Nikon D300). The dataset contains 1159 
questions and 490 responses. For each user that received a 
question, the dataset also contains up to the 300 tweets that 
user had sent prior to receiving the question. From these
tweets, we identified replies (i.e., tweets starting with 
@user), and used the Twitter API to access the original 
tweet for each reply. We use these replies in our analysis if 
the original tweets contained a question (?) mark1. These 
pairs of tweets are assumed to be representative of ques-
tions and answers sent between friends on the social net-
work. In total, we identified 13274 question-answer pairs 
(11.45 question-answer pairs per user).  From these ques-
tions and answers, we computed response times. We found 
that 58% of such responses came within 30 minutes and 
average response time was 362 minutes.  

Estimating Response Wait Time 
We built predictive models for estimating response wait 
times using three alternative approaches.  

Personalized wait time models  
In this approach, our predictive strategy estimates the wait 
time of each question for a specific user based on the histo-
ry of response wait times for only that user. For simplicity, 
we assume that each response event follows a Poisson pro-
cess in the sense that each response event occurs continu-
ously and independently at a constant average rate.  

                                               
1 Studies have found that most (81.5%) questions asked on social media 
contained a question (?) mark and rule based method to identify questions 
in online content achieved more than 97% accuracy (Cong et al. 2008). 

With this assumption, we use an exponential distribution 
to model a user’s response wait time with probability. The 
probability density function (pdf) of such an exponential 
distribution is  

 
The distribution is supported on the interval from zero to 

infinite time. Here x is the future response wait time for the 
user for which the exponential distribution model returns 
probability f(x; λ). λ is the rate parameter of the exponen-
tial distribution for each user, which is estimated as the in-
verse of the average response wait times of previous re-
sponses for that user. The cumulative distribution function 
is described by the following equation:  

 
Figure 1a shows the probability distribution function and 
1b shows the cumulative distribution function for the wait 
time exponential distribution for a random user chosen 
from the dataset. The rate parameter λ for this user was 
computed as 0.0833 per minute. 

 
Figure 1. Wait time exponential distribution for a user (a) 

Cumulative probability (b) probability density 

 
Generalized wait time models  
In this approach, instead of building a separate model for 
each user, we build a single model from the previous re-
sponses to questions of all users in our dataset using the 
exponential distribution computation described above. 
Thus, the rate parameter λ was estimated from the respons-
es of all users in our dataset.  

Time-sensitive wait time models  
In this approach, we incorporate into our models a sensitiv-
ity to the hour of a day or the day of the week when ques-
tions are sent to users. For a specific day or hour, we first 
identified the questions sent at that day or hour and their 
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responses. We then incorporate this information into both 
generalized wait time models and personalized wait time 
models. When building the generalized time-sensitive wait 
time models, we compute the rate parameter λ for the ex-
ponential distribution from all responses to the questions 
sent during the specific day or hour being modeled. When 
building the personalized time-sensitive models, we con-
sider only users who have at least 5 responses to questions 
sent during the day or hour being modeled.  

Experiments 
We evaluated how accurately we can predict the wait time 
to respond in each of our model building approaches.  

Experimental Setup  
We tested each of our models for two settings: responding 
to friends and strangers. For the first setting, we trained 
from users’ previous N – 1 responses and tested on the Nth 
(most recent) response. For the second setting, we tested 
on the response to a human operator from the Nichols et al. 
study (a stranger) and trained on the previous N responses.  

To evaluate our prediction algorithm, we reduce the 
problem to a binary classification problem of whether a us-
er is sufficiently likely to respond (e.g., 80% or 0.8 proba-
bility in cumulative distribution function) within a given 
time period (e.g., 1 hour) and use the standard accuracy 
metrics recall (R) and precision (P). For a question and an-
swer in our test data for a given user, we used the trained 
exponential distribution model to compute the cumulative 
probability of responding to the question within the specif-
ic time limit. A cut-off probability defines how much we 
are willing to tolerate the possibility that the user actually 
respond after the time limit.  For example, if the rate pa-
rameter λ is 0.675 and the time limit is 1 hour, then the 
cumulative probability of responding is 0.77. If this proba-
bility is higher than the cut-off probability, we mark that 
user as “accept,” otherwise we marked the user as “re-
ject.” For example, if the cut-off probability is 0.8, then 
this user will be marked “reject.” We then compute preci-
sion and recall as follows:  

Let N1 denote the number of accepted users that actually 
replied within time limit (true positive), N2 denote the 
number of users that actually replied within time limit (to-
tal positive) and N3 denote the number of accepted users 
that actually did not reply within time limit (false positive). 
Then, precision, P = N1/(N1 + N3) and  recall, R = N1/N2. 
The F measure is the harmonic mean of precision and re-
call.  
 
Experimental Result  
Here, we present the experimental result for each of our 
model building approaches. First, we present the experi-
mental result for our personalized models using 1 hour as 
the time limit. We vary the cut-off probability in the cumu-
lative distribution function from 0.1 to 0.9 at intervals of 

0.1. The results are shown in Table 1. We observe that our 
predictive model achieves reasonable accuracy in estimat-
ing wait time when the 1 hour time limit is used. As the 
cut-off probability is increased, precision generally in-
creases and recall decreases (with some exceptions). In ad-
dition, we observe that accuracies obtained for responding 
to friends and strangers were quite comparable. 
 

Table 1. Prediction accuracy for personalized wait time 
models, 1 hour time limit 

cut-off proba-
bility in cumu-
lative distribu-
tion function�

Response to friends 
 

Response to strangers 

P R F P R F 

0.1 0.75 0.90 0.82 0.79 0.92 0.85 
0.2 0.80 0.85 0.82 0.81 0.82 0.81 
0.3 0.85 0.70 0.77 0.84 0.67 0.75 
0.4 0.85 0.60 0.70 0.86 0.57 0.69 
0.5 0.90 0.50 0.64 0.94 0.52 0.67 
0.6 0.91 0.54 0.68 0.93 0.44 0.60 
0.7 0.86 0.40 0.55 0.96 0.37 0.53 
0.8 0.92 0.35 0.50 0.95 0.30 0.46 
0.9 0.90 0.30 0.45 0.94 0.25 0.40 

We also varied the time limit while keeping a fixed cut-off 
probability at 0.5. The results are shown in Table 2. Our 
predictive approach can achieve over 80% F-measure 
when the time limit is 6 hours or more, and, as expected, 
predictive accuracy drops with very strict time limits. 
However, our model can achieve an F-measure of greater 
than 50% even when the time limit is 30 minute.  
 

Time Limit� Response to friends 
 

Response to strangers 

P R F P R F 
15 min 0.65 0.30 0.41 0.65 0.25 0.36 
30 min 0.90 0.40 0.55 0.91 0.38 0.54 
1 hour 0.90 0.50 0.64 0.94 0.52 0.67 
2 hour 0.92 0.68 0.78 0.90 0.65 0.75 
6 hour 0.85 0.85 0.85 0.87 0.83 0.85 

12 hour 0.88 0.90 0.89 0.88 0.87 0.88 
18 hour 0.92 0.9 0.91 0.91 0.88 0.90 
24 hour 0.98 0.93 0.95 0.97 0.91 0.94 

Table 2. Prediction accuracy for personalized wait time mod-
els, cut-off in cumulative distribution function is 0.5 

We also compare the performance of the personalized wait 
time models with our other alternatives, using the same 
variations in the cut-off probability and time limit as used 
above. Table 3 shows the average F-measure for each of 
the alternatives. We observe that a personalized model 
achieves higher prediction accuracy than the generalized 
model. This suggests that the variation between individual 
users is high and that sufficient data was available for each 
individual to make meaningful predictions. Adding time 
sensitivity to the models did not seem to substantially alter 
performance. For the general model, the time-sensitive var-
iant achieved slightly higher accuracy, however the time-
sensitive variants for the personalized models were not al-
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ways better. This could be due to sparseness of the data in 
each time interval for creating the time-sensitive variants. 
We hope to investigate this further with a larger dataset.  

� Average F
Response to 

friends 
 

Response to strangers 

Personalized model 0.74 0.72 
General model 0.42 0.41 

Personalized  model-day 0.76 0.74 
Personalized model-hour 0.73 0.73 

General model-day 0.44 0.45 
General model-hour 0.47 0.44 

Table 3. Comparative accuracy for personalized, general and  
time-sensitive wait time models 

Table 4. Average error (min) for  incorrect predictions 

� Average Error (min) 
Response to friends 

 
Response to 

strangers 
Personalized model 214 219 

General model 335 370 
Personalized  model-day 190 210 
Personalized model-hour 220 215 

General model-day 350 340 
General model-hour 360 380 

Error Analysis 
We also investigated the incorrect predictions, by compu-
ting the expected wait times using the inverse cumulative 
distribution function, which is defined as:  

 
We compared expected wait times with actual wait times 
and computed error minutes. We repeated this computation 
for different cut-off probabilities and time limits using the 
same intervals in our previous analyses. Table 4 shows the 
average errors for different models, and again the personal-
ized wait time models resulted in the least average errors.  

Conclusion and Future Work 
We have presented a study on estimating wait time of re-
sponses in Twitter. Our wait time estimation is based on 
predictive models that follow an exponential distribution 
and are built from users’ wait times from past responses to 
questions under different conditions. An evaluation using a 
real world question-answer dataset demonstrates the prom-
ise of our approach. Our predictive models for estimating 
wait times can be used for selecting people for question an-
swering, whether or not the questions originate from 
friends or strangers. Our analysis is based on data collected 
from Twitter, however it may be applicable to other social 
media platforms where questions may be asked asychro-
nously. Our approach may also be reapplied on these plat-
forms as long as temporal information from users’ previous 
questions and answers are available. There are several ave-

nues for future research. First, we plan to develop more so-
phisticated wait time models (e.g., using an HMM) for rep-
resenting different states of an individual in social network. 
Second, we hope to extend our findings for other types of 
social media activities beyond question asking, such as to 
retweeting behavior on Twitter. Finally, we hope to vali-
date our findings with a larger dataset and integrate our so-
lution with a real world question-answering service.  
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